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A B S T R A C T

The ability to combine evidence streams to establish disease freedom or prioritize

surveillance is important for the evaluation of emerging diseases, such as viral

hemorrhagic septicemia virus (VHSV) IVb in freshwater systems of the United States

and Canada. Waterways provide a relatively unconstrained pathway for the spread of

VHSV; and structured surveillance for emerging disease in open systems has many

challenges. We introduce a decision framework for estimating VHSV infection probability

that draws from multiple evidence streams and addresses challenges associated with the

assessment of emerging disease. Using this approach, historical and risk-based evidence,

whether empirical or expert-derived, supplement surveillance data to estimate disease

probability. Surveillance-based estimates of VHSV prevalence were described using beta

distributions. Subjective likelihood ratios (LRs), representing contextual risk, were elicited

by asking experts to estimate the predicted occurrence of risk factors among VHSV-

affected vs. VHSV-unaffected watersheds. We used the odds form of Bayes’ theorem to

aggregate expert and surveillance evidence to predict the risk-adjusted posterior

probability of VHSV-infection for given watersheds. We also used LRs representing

contextual risk to quantify the time value of past surveillance data. This evidence

aggregation model predicts disease probability from the combined assessment of multiple

sources of information. The method also provides a flexible framework for iterative

revision of disease freedom status as knowledge and data evolve.
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1. Introduction

Disease freedom is a designation that applies to
populations or regions that can demonstrate, with an
accepted level of confidence, a negligible likelihood of the
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presence of a certain disease or pathogen (OIE, 2006).
Disease freedom evaluations support zonation (Zepeda
et al., 2005) and trade decisions, and reduce chances of
accidental pathogen transfer across management or
administrative borders. However, indistinct population
boundaries and the transient value of test results in
systems open to new incursions complicate aquatic
disease surveillance, potentially expanding sampling
coverage or frequency beyond capacity of available
resources. Using viral hemorrhagic septicemia virus
(VHSV) as an example, we describe a decision science
method adapted to combine multiple evidence streams for
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efficient assessment of the probability and resilience of
disease freedom in aquatic, open, or otherwise resource-
constrained systems. Pathogen and disease are used
interchangeably in this paper.

The recent emergence of a new genotype of viral
hemorrhagic septicemia virus (VHSV IVb) affecting a
diversity of fish species in the Great Lakes region of the
United States (U.S.) and Canada (Elsayed et al., 2006;
Lumsden et al., 2007) prompted emergency regulations
restricting movement of susceptible fish out of the Great
Lake States and provinces (http://www.aphis.usda.gov/
animal_health/animal_dis_spec/aquaculture/). However,
routes for water or fish passage, e.g., into Lake Champlain
or the Mississippi drainage, provide natural pathways for
VHSV IVb spread. Furthermore, anthropogenic movement
of fish and fomites, e.g., by anglers, ballast, stocking
practices or commercial trade, extend that potential to
much of North America. Zonation for disease control
depends on accurate delineation of diseased and disease-
free regions. Consequently, U.S. and Canada bilateral
surveillance was initiated to evaluate the freshwater
distribution of VHSV, and to ensure that the emergent
disease in freshwater fish had not spread outside of the
regulated area or into aquatic animal production systems.
The extensive potential taxonomic and spatial range of
VHSV IVb, combined with challenges inherent to disease
assessment in open systems, dictated the need to prioritize
sampling for cost-effective surveillance.

However, population boundaries and sampling units for
surveillance are not always clear for aquatic systems. For
surveillance purposes, a watershed may be described
geographically as a region whose freshwaters drain to a
common destination, or by a sampling frame of its resident
species- or fish-assemblages. However, natural groupings
of wild freshwater fish are not always apparent to the
observer, though methods for approximation of distinct
population segments exist (Fransen et al., 2006). Geo-
graphic delineations, in contrast, have been defined
hydrologically in both the U.S. and Canada. The freshwater
drainage system in the U.S. is classified by hydrologic unit
code (HUC), a U.S. Geological Survey system (http://
water.usgs.gov/GIS/huc.html) used to divide the U.S. into
progressively smaller geographic units defined principally
by freshwater drainage patterns (Seaber et al., 1987). A
similar classification system is used in Canada, though the
terminology denotes primary through quaternary water-
sheds. In this paper, sampling units are defined geographi-
cally, with 8-digit HUCs in the U.S. comparable to tertiary
watersheds in Canada.

A related challenge in disease assessment, especially of
open systems, is the magnitude of sampling often required.
Surveys to generate statistical evidence of disease freedom
for a State might follow a 2-stage design, collecting
representative samples of fish from a representative subset
of the State’s constituent sampling units (8-digit HUCs).
Standard sample size calculations (Cameron and Baldock,
1998a,b; OIE, 2006), assuming high detection accuracy,
independence of units, 95 percent confidence and a
detection threshold of 10 percent prevalence, dictate
sampling 27 component 8-digit HUCs (FreeCalc v.2,
http://www.ausvet.com.au) for each State-level inference.
From each sampled site, negative testing of 150 fish
selected at random would demonstrate 95 percent
probability that not more than 2 percent of fish in that
sampling unit are infected with VSHV (FreeCalc v.2, http://
www.ausvet.com.au) if present. Extending this approach
throughout the U.S. would equate to 202,500 wild fish
samples per surveillance period. This approach, however,
also presumes that the collected fish adequately represent
the resident fish assemblage or, if targeted sampling was
used, a high-risk segment of the population. Considering
the elusive nature of diseased animals in the wild, where
natural loss of moribunds to predation or environmental
extremes can bias routine harvests toward healthier (i.e.,
lower risk) fish, this assumption is not readily justified. A
risk differential attributed to capture bias may, in fact, raise
the need to report a detection prevalence larger than
standard calculations suggest.

Further, once baseline confidence in disease freedom
has been achieved, maintaining that confidence is exceed-
ingly difficult in environments open to natural or
unregulated influx of waters, migratory fish, and human
and wildlife traffic. On a farm, management practices such
as biosecurity protocols, facility inspections, animal import
requirements, and disease monitoring programs help
sustain disease freedom status. That process extends to
groups of farms (e.g., by State or commodity group) if
biosecurity practices, import restrictions and health
regulations apply. However, these principles do not extend
as readily to wild populations. Open borders raise the need
for continuous or recurrent sampling, and question how
often surveillance should be repeated. Consequently,
population flux, indistinct boundaries and the resultant
extent and frequency of sampling requirements ultimately
strain both resources and the resilience of surveillance
conclusions.

Aside from surveillance, however, disease status is also
occasionally inferred through alternative evidence
streams, such as risk assessments, historical absence of
disease events, or expert opinion. The ability to credit risk-
based evidence streams to optimize surveillance and
support health status decisions is of recognized impor-
tance internationally (Zepeda et al., 2005; Stark et al.,
2006; Martin et al., 2007a) and an ongoing focus of
research and attention (Audige and Beckett, 1999; Cannon,
2002; Suess et al., 2002; Martin et al., 2007a,b; Eisler et al.,
2007). With appropriate credit, these evidence streams can
augment confidence derived from disease surveillance in
open systems, and thereby reduce surveillance demands.
However, a standardized method for assimilation of
surveillance and risk-based information is essential to
support judgment processes and accuracy of assessments,
which may otherwise vary by decision-maker, events or
time.

We describe an evidence aggregation model that
facilitates risk-based prioritization of surveillance and
augments previous models of disease freedom (Audige
et al., 2001; Martin et al., 2007a,b). The Bayesian method,
using likelihood ratios (LRs) to describe contextual
evidence, has foundations in the decision sciences, e.g.,
to predict program or treatment success or model expert
guidance for organizational change (Von Winterfeldt and
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Edwards, 1986; Gustafson et al., 1992, 1993, 2003; Driver
and Alemi, 1995; Bosworth et al., 1999). LRs are also used
to represent the accuracy of diagnostic tests (Gallagher,
1998; Fosgate et al., 2006) or risk factors (Gustafson et al.,
1998, 2005) in animal health evaluation. Epidemiological-
ly, LRs measure the relative prevalence of a particular risk
factor in diseased vs. non-diseased cohorts. LRs can be
empirically derived from cross-sectional or case–control
observational studies. However, elicited data, via expert
opinion, is used to generate LRs when empirical data are
limited in scope or quality (Von Winterfeldt and Edwards,
1986; Gustafson et al., 1992; Alemi and Gustafson, 2006).
Elicited data about observable quantities or counts,
carefully collected, are considered by some to be highly
reliable (Gustafson et al., 1971; Alemi et al., 1986; Gingiss
et al., 2006; Roberts-Gray et al., 2007) and easier to
conceptualize than less observable parameters (e.g.,
predicted variance for a prevalence distribution) (Lele
and Das, 2000; Garthwaite et al., 2005).

For surveillance planning, risk-based evidence is useful
at multiple levels: both to target highest risk subjects from
within a general population, and to prioritize the general
population’s need for surveillance by its context. Aggre-
gating evidence for prioritization, and targeting to improve
sensitivity, employ similar but distinct reasoning (Cannon,
2002; Stark et al., 2006; Martin et al., 2007a). Each relies on
empirical data or expert opinion on risk. However, targeted
sampling reduces the sample size required by focusing on
strata (e.g., moribund vs. clinically healthy fish) within the
population that are presumed most commonly affected;
while evidence aggregation reduces the original need for
surveillance when alternative evidence suggests a limited
probability of disease in the population as a whole.
Alternative evidence of disease freedom might be as
definitive as a lack of susceptible species, or might simply
be contributory, such as lack of known imports from VHSV
infected regions. Evidence aggregation weights these
contributions and asks, ‘‘Given our current state of
knowledge, how much surveillance evidence do we need?’’
Targeting asks, ‘‘What survey design will most efficiently
meet this need?’’ Consequently, these seemingly divergent
processes are actually complementary and, applied to
different stages of evaluation, together maximize surveil-
lance efficiency.

Several methods are available to facilitate the design or
evaluation of risk-based sampling for improved surveil-
lance sensitivity; prioritization is less described (Audige
and Beckett, 1999; Audige et al., 2001; Suess et al., 2002;
Hadorn et al., 2002; Cannon, 2002; Branscum et al., 2005;
Martin et al., 2007a,b). Surveillance sensitivity, for exam-
ple, reports the confidence that disease would have been
detected through surveillance if, indeed, it were present (at
a given detection prevalence). Similar to negative predic-
tive value calculations, the conditional probability that a
particular watershed is truly free from disease, given the
observed surveillance sensitivity results, requires also a
prior estimate of disease probability (Martin et al.,
2007a,b). A prior estimate ideally reflects the studied
population’s context, e.g., environmental or anthropogenic
features presumed predictive of the probability of infec-
tion, and provides a method for juxtaposing multiple
evidence streams. In practice, however, priors may be
described by constructs that vary from a simple uniform
distribution, to a regulatory threshold, to a distribution
determined by empirical study, general intuition of the
modeler, or recommendation by one or more experts
(Stark et al., 2000; Audige et al., 2001; Vose, 2000;
Garthwaite et al., 2005; Martin et al., 2007a).

Inaccurate or absent estimates of prior probability can
seriously bias disease freedom conclusions. As an example,
surveillance sensitivity statements, describing confidence
about detection ability, surveillance sensitivity estimates
typically exclude a prior. Derived conclusions about
disease absence, then, solely reflect the system’s ability
to detect disease. Without consideration of context,
negative results from strong surveillance in a high-risk
region may suggest greater confidence in disease absence
than negative results from mediocre surveillance in a
region in which disease is highly implausible (e.g., a region
in which susceptible species are absent). Inclusion of a
prior can standardize these results. But, often a subjective
assessment of a number of unspecified considerations
(local knowledge of mortality events, general biosecurity
conditions, the presence of susceptible species, etc.), the
reasoning behind the prior probability assignment is not
always clearly tracked or replicable. When surveillance
data are scarce or surveillance sensitivity estimates are
otherwise uncertain, the potential bias associated with an
inaccurate prior becomes that much more serious.

The decision framework we describe addresses these
concerns. The framework aggregates prior and current
surveillance and contextual evidence, and credits expert
opinion in a transparent fashion, to provide a risk-adjusted,
cost-efficient, replicable and revisable estimate of disease
probability. Adapted from methods designed to capture
subjective probabilities and improve judgment-based
decisions in medical and organizational systems (Alemi
et al., 1986; Goodman, 1999; Gustafson et al., 2003), the
framework uses the odds form of Bayes’ theorem (Gelman
et al., 2004) to support risk-based prioritization of surveil-
lance resources and quantitative comparisons of disease
probability in both surveyed and non-surveyed regions. The
described model complements existing surveillance sensi-
tivity methods such as scenario trees (Martin et al., 2007a,b)
by formally placing sensitivity results in historical or
environmental context. Though developed to address issues
of particular relevance to aquatic populations, the method’s
utility extends to terrestrial diseases, especially those
involving open systems.

2. Materials and methods

2.1. Sampling units

Watersheds described at the 8-digit HUC or tertiary
watershed level are the epidemiologic units of the example
VHSV IVb analysis. There are 21 regional or 2-digit HUCs
(the entire Great Lakes basin is one regional HUC), 222 sub-
regional or 4-digit HUCs, and 2264 cataloging unit or 8-
digit HUCs in the U.S. (http://water.usgs.gov/GIS/
huc.html). In Canada, the freshwater drainage system is
classified according to flow volume and area through a
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collaborative partnership between Water Survey of Canada
(Environment Canada) and partner provincial or territorial
ministries (http://www.wsc.ec.gc.ca/index_e.cfm?cname=
main_e.cfm). The watershed hierarchy in Canada consists
of 5 large primary or ocean watersheds, 160 secondary or
river watersheds and 953 tertiary or sub-watershed
watersheds. All 5 primary watersheds share portions with
watersheds in the U.S.

2.2. The model structure

The evidence aggregation model is based on the odds
form (Eq. (1)) of Bayes’ theorem (Von Winterfeldt and
Edwards, 1986; Gelman et al., 2004; Alemi and Gustafson,
2006):

Posterior odds ¼ prior odds� likelihood ratios (1)

Prior odds represent existing knowledge about disease
probability; additional evidence is represented by likeli-
hood ratios (LRs). Prior odds and LRs derive from
independent information sources, but not necessarily in
temporal order (Feinberg, 1990, 2006; O’Hagan, 1998).
Applied to VHSV IVb, surveillance data provide the prior
odds, and expert opinion on risk factors generates a risk
score (RS) representing contextual risk. The RS is the
product of LRs applicable to the considered watershed. The
product of the surveillance-derived odds (survey odds) and
RS gives a risk-adjusted estimate of disease odds (Eq. (2)).

VHSV posterior odds ¼ survey odds� RS (2)

Converting odds to probability generates a posterior
estimate of disease probability. Following disease freedom
terminology, the result is akin to the lowest detection
prevalence that combined evidence streams can confi-
dently refute. The model is amenable to parameters
described by point value or probability distribution.

2.3. Surveillance evidence

Surveillance data generate a prevalence estimate or
threshold detection prevalence. The prior odds of disease is
derived from this prevalence estimate, where odds = pre-
valence/(1� prevalence). For VHSV, prevalence is consid-
ered equivalent to the probability of disease in a randomly
selected watershed. Detection prevalence is represented
by a beta (a, b) distribution describing surveillance
findings, where the parameters ‘a’ and ‘b’ correspond to
positive and negative results, respectively, assuming
independence of samples. Hydrologic units do not
guarantee independence; however, they do demarcate
differing degrees of functional separation and are thus an
improvement over basic geographic, e.g., grid-based, units.

Representing detection prevalence in the form of a
probability distribution standardizes negative results by
sampling intensity. For example, negative results from a
watershed with 200 sampled sites and a watershed with 1
sampled site produce equivalent mean prevalence esti-
mates (0). However, a beta (a, b) distribution describes the
range of true prevalence that might have produced that all-
negative sample, thereby capturing an expected value and
also the precision gained through increased sampling (Vose,
2000; Schlosser and Ebel, 2001). For the initial survey,
a = positive samples + 1, b = negative samples + 1, incorpo-
rating a uniform (1, 1) prior to signify the lack of previous
data. An upper bound on the distribution can be selected to
more simply describe prevalence and the associated
uncertainty of the estimate. For example, the 95th percentile
of a beta distribution represents the prevalence level
associated with 95 percent credibility. Thus, we can claim
95 percent assurance that the true prevalence of disease is
less than or equal to the 95th percentile, a value dependent
on the intensity (sample size) of the surveillance effort. As
negative results accumulate, this 95th percentile assumes
values closer to zero. The 95th percentile is a common bound
for disease freedom evaluation and will be the point
estimate of interest for this particular paper. However,
any percentile (e.g., 95, 90 or 99 percent credibility) can be
selected and identified for a given sample set using an
inverse beta function found in software such as Microsoft
Excel (Microsoft Office 2003, Microsoft.com).

2.4. Contextual evidence

The RS, or product of applicable LRs, represents an
assemblage of contextual risk data, whether empirical or
expert-derived. Watershed-level risk factors for VHSV IVb,
e.g., presence of susceptible species or history of fish
transfers from VHS-affected waters, predict a watershed’s
probability of VHSV infection. As published empirical data
on risk factors and disease transmission are often limited
for emerging diseases, the initial assessment of contextual
risk may derive from expert opinion.

Expert opinion expressed as counts describing hypo-
thetical data sets (e.g., predicted numbers of diseased vs.
healthy animals with or without an exposure), rather than
estimates for hypothetical parameters (e.g., an estimated
value and variance for disease prevalence for each exposure
group), is termed elicited data (Lele and Das, 2000). Asking
experts to estimate the occurrence of a risk characteristic,
first among a hypothetical group of cases and then among a
hypothetical group of controls, provides the numerator and
denominator for a subjective LR (Gustafson et al., 1992;
Bosworth et al., 1999; Alemi and Gustafson, 2006). This LR
represents the perceived reliability of the risk factor as a
predictor of infection, essentially a ratio of the factor’s
perceived true positive to false positive rates. For VHSV IVb,
LRs were generated by an international panel of aquatic
animal health experts (VHSV Expert Panel and Working
Group, this issue). Through a modified group elicitation
process involving independent estimation, email discussion,
revision and ultimately agreement (Gustafson et al., 1992;
Bruneau et al., 1999; Bosworth et al., 1999), the panel
identified nine risk factors and associated LRs perceived
important to the prediction of watershed VHSV status.

Assuming conditional independence, the product of
applicable risk factor LRs for any given watershed provides
a summary Bayesian revision factor, here termed ‘risk
score’ (RS), to represent contextual risk in the Bayesian
model. The RS is interpreted in the same manner as LRs. A
value close to one suggests that the risk factor or product of
factors is neutral and has limited to no discriminative
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power. A value greater or less than one suggests
discriminative power as a detrimental or protective
influence, respectively. Note that, as for other more
common ratio measures (e.g., risk or odds ratios),
extremely protective factors are bounded by zero; while
extremely risky factors can conceivably approach infinity.
Square-root or logistic transformations reduce the magni-
tude of this directional bias. Also note that an extremely
strong protective factor, such as absence of susceptible
species, could bring the RS close to zero and essentially
negate the need for empirical surveillance data.

2.5. Historical evidence

Historic surveillance data can be combined with new
surveillance data to provide a cumulative estimate of the
prevalence or odds of infection. However, the relevance of
past data may vary over time with risks of introduction
between surveys. Intuitively, regions isolated from VHSV
introduction by biosecurity or natural barriers should retain
more confidence from earlier surveillance results than
regions with pathways continuously open to pathogen
exposure (Cannon, 2002). Key introduction pathways can be
identified though import risk assessment (Hadorn et al.,
2002; Stark et al., 2006), and the risk associated with each
pathway estimated by the probability and recorded
magnitude of introductions (Schlosser and Ebel, 2001;
Hadorn et al., 2002; Alban et al., 2008). However, quantita-
tive risk analyses and the administrative infrastructure to
track data of interest (e.g., number of fish imports per year)
are not always available. In lieu of more specific information,
we estimated VHSV IVb introduction risk (IR) from the
subset product of LRs representing introduction pathways
(e.g., live fish transfers or hydrologic connectivity) relevant
to the period between assessments.

The degree of temporal discounting sufficient for a
given risk environment is estimated using Bayes’ theorem,
depreciating the strength of last period’s field evidence by
the likelihood of new disease introduction. Per Bayes’
theorem (Eq. (1)), prior surveillance-derived odds, multi-
plied by an IR specific to the intervening period, produces a
revised odds denoting the discounted value of prior
surveillance in the current appraisal. If the region can
demonstrate an absence of introduction pathways (IR� 1)
since the last time of data collection, prior data are not
depreciated (IR is capped at 1). If the region, however, had
pathways open to new introduction (e.g., via untested fish
imports) in the period between surveys (IR> 1), Bayesian
revision inflates the odds ascribed to the previous period
(revised odds = prior survey odds� IR), thus depreciating
the carryover value of prior surveillance results. Odds are
converted to prevalence (probability = odds/(1 + odds));
and we assign this prevalence distribution a mode of zero
to represent consistently negative surveillance data. With
the mode and 95th percentile, we can generate parameters
for a new beta distribution (e.g., using BetaBuster
software), including parameter ‘b’ that represents the
sample size equivalent of temporally discounted data.

The observation that odds = p/(1� p) can be estimated
by a/b (because p = a/n, and 1� p = b/n) provides an avenue
for simple estimation of the IR-revised sampling equiva-
lent of historical data.1 Following this logic, the sampling
equivalent that remains after Bayesian revision by IR is
estimated by depreciated a/b1 = original a/b0� IR. When
a = 1, b1 = b0/IR, which, when rounded down to the next
integer, provides the sample size equivalent of depreciated
historic data. In this way, new surveillance data (n1)
combined with depreciated prior data, n0/IR, can provide a
cumulative estimated beta distribution, beta (1, n1 + n0/IR).
This cumulative distribution estimates disease probability
from current and historic surveillance for entry as a prior in
the evidence aggregation model (Eq. (2)).

Because the IR is not structured as a rate, it is best suited
for surveillance intervals of consistent or biologically
justifiable length (Martin et al., 2007a). To illustrate,
surveillance data collected five years prior might best be
depreciated in five steps, rather than once, using a series of
IRs specific to each intervening year. This helps to
standardize IR-depreciated data obtained from different
time periods, for example, five years vs. one year prior to
the current analysis.

2.6. Evidence aggregation

The evidence aggregation model (Eq. (2)) uses Bayes’
theorem to estimate posterior odds of disease through
joint consideration of surveillance and contextual evidence
(Fig. 1). The probability of disease freedom is represented
either by a distribution or by a percentile of that
distribution describing a pre-selected (e.g., 95 percent)
credibility level. Survey odds of disease are estimated by
surveillance data, and multiplied by the RS reflecting
disease risk ascribed to contextual evidence. The product,
or posterior odds, represents the risk-informed ratio of the
probability of disease to the probability of disease freedom.
Using this formula, it is possible to track the relative
influence of the two knowledge streams on interpretation
of disease freedom. Converting posterior odds to a
probability (p = odds/(1 + odds)) reports results on a
familiar disease freedom scale. For a pre-selected credibil-
ity level of 95 percent, a posterior probability of 2 percent
implies that the combined streams of knowledge together
substantiate 95 percent probability of disease freedom at a
detection prevalence of 2 percent.

The same model can estimate sample size given a target
posterior odds or detection prevalence. Solving Bayes’
theorem (Eq. (2)) for prior odds (here, survey odds)
identifies the strength of evidence required of surveillance.
The risk-adjusted surveillance effort required to substan-
tiate disease freedom is survey odds = target posterior
odds/RS. The equivalent survey prevalence is odds/
(1 + odds), resulting in the following statement (Eq. (3)).

Survey prevalence ¼ posterior odds

RSþ posterior odds
(3)



Fig. 1. Flowchart of VHSV probability estimation for initial surveillance efforts. RF denotes risk factors, LR likelihood ratios, RS risk score, and IR introduction

risk. RS is the full product LRs applicable to the region of interest. IR, introduction risk, is the partial product of LRs> 1.
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An RS< 1, signifying a protective context, relaxes the
survey effort required to substantiate disease freedom.
Assuming that we want to substantiate disease freedom for
pre-determined detection prevalence, e.g., 8 percent, with
95 percent credibility, the target prevalence (8 percent)
becomes the percentile assigned to that credibility level (95
percent). The necessary survey size is then determined from
b� 1, where beta (a, b) is derived from the target percentile
(here the 95th percentile is 0.08) and a mode of 0 presuming
all negative findings. Again, simple approximations are
justified as the odds of disease, p/(1� p), can be described by
beta parameters a/b (where p/(1� p) = (a/n)� (b/n) = a/b).
Consequently, the sampling equivalent that remains2 after
2 Note that a/b produces a slightly different estimate for odds, as it

more closely represents the expected value than the 95th percentile of the

beta distribution. In terms of sample size, however, recommendations for

samples needed to produce a desired beta distribution for prevalence

(whether this curve is represented by its 95th percentile or its expected

value) are equivalent.
Bayesian revision by RS is readily estimated by posterior a/
b1 = survey a/b0� RS. When a = 1, which is the case for many
disease freedom evaluations, this simplifies to a survey b0

approximated by the target b1� RS, rounded up to the next
integer. Due to resource limitations and historical prece-
dence, RS> 1 and IR< 1 are capped at 1 to avoid inflation
beyond sample sizes or temporal value considered sufficient
in traditional surveillance designs.

2.7. Example model applications

To illustrate the model, we used risk scores from
hypothetical watersheds to predict VHSV probability and
to estimate risk-adjusted sample sizes needed to reach
target confidence in disease freedom. Because limited
published empirical data were available on VHSV IVb, we
used risk factors and LR estimates (Table 3) generated by
expert panel (VHSV Expert Panel and Working Group,
this issue) to score VHSV risk (RS and IR) for each of 6
example watersheds. Our example compares two levels



Table 1

95th Percentiles for beta distributions describing prevalence estimated

from surveys of sample size n. Estimates apply to regions with no positive

results and no prior data, thus assuming a uniform prior. Estimates also

assume perfect sensitivity and specificity.

Survey n (a, b) 95th Percentile for beta (a, b)

10 (1, 11) 0.24

20 (1, 21) 0.13

30 (1, 31) 0.09

40 (1, 41) 0.07

60 (1, 61) 0.05

80 (1, 81) 0.04

100 (1, 101) 0.03

150 (1, 151) 0.02

300 (1, 301) 0.01
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of uncertainty propagation (basic and extended) using
the proposed Bayesian framework.

The basic model uses point values for input and output
parameters. We represented prior prevalence by the 95th
percentile of a beta distribution describing surveillance
findings. Here, we describe expert-derived LRs using the
agreed central values (VHSV Expert Panel and Working
Group, this issue). The posterior probability gives the
disease prevalence that combined evidence streams can
refute with a credibility of 95 percent; assuming LR point
values accurately reflect expert-opinion. The full beta
distribution for posterior prevalence can be generated
from these results. However, since the 95th percentile is a
common threshold for acceptance of confidence (in this
case, credibility) in disease freedom based on results of
field investigations, the extra detail provided in the full
distribution adds little, if any, decision value. The basic
model was constructed using an Excel spreadsheet, but the
model could also be applied using a table (Table 1; showing
the 95th percentile of a beta distribution for select sample
sizes and results) and calculator. Note that for n = 58 and a
beta (1, 1) prior, 1/60 (which includes the prior ‘sample’) is
the mean of the distribution that has 0.05 as the 95th
percentile.

The proposed Bayesian framework can also capture and
propagate uncertainty about the LRs and associated RS. We
termed the model incorporating RS uncertainty the
‘extended model’. This extra layer of uncertainty was
propagated through Markov chain Monte Carlo (MCMC)
sampling (Audige and Beckett, 1999; Audige et al., 2001;
Bruneau et al., 2001) using @Risk software (Palisade
Corporation, Newfield, NY). In this version of the model,
surveillance data are still represented by beta distribution,
but expert-elicited LRs are described as PERT (Vose, 2000)
distributions, rather than point (e.g., agreement-based)
values. PERT distributions were generated from the 5th,
Table 2

Function codes for model parameters. Discrete values are modeled using Exce

InvBeta provides the 95th percentile of the beta distribution. RiskBeta and PERT a

respectively. Posterior odds for the basic model are calculated as the product o

solved by MCMC sampling (using @Risk) for the extended model. Parameters a, b

5th and 95th provide the percentiles associated with the distribution of exper

Model type Parameter type Prior probability (p0)

Basic Discrete values InvBeta (0.95, a, b)

Extended Distributions RiskBeta (a, b)
50th and 95th percentiles (removing the highest and
lowest response) of expert-responses (square-root trans-
formed), preceding consensus, for each LR. The output is a
distribution for prevalence that incorporates both surveil-
lance and expert-estimated LR uncertainty. This version
requires simulation modeling software. Example applica-
tions of both approaches (basic and extended) are provided
(Table 2).

3. Results

Evidence aggregation results for six hypothetical
watersheds are shown in Tables 3–6. To estimate disease
probability, RS was first calculated from the product of LRs
best describing each watershed of interest. Watersheds C–
F each generated a RS< 1, denoting some degree of
protective context (Table 3). An RS< 1 improves confi-
dence in disease freedom, reducing the posterior preva-
lence estimate beyond that achieved through surveillance
alone (Table 4). As expected, uncertainty tracked in VHS
probability estimates was greater in the extended vs. basic
model calculations (Table 4).

The model was also used to identify risk-adjusted
sample sizes for initial surveillance needs (Table 5). Given a
region’s computed RS, and the posterior (target) disease
probability it needs to reach to demonstrate freedom,
Bayes’ theorem can be solved to determine the disease
prevalence the region will need to refute via surveillance
(Table 5). From this, the number of sample sites required
can be computed using beta distributions (BetaBuster or
@Risk, Palisade Corporation, Newfield, NY) or other
standard methods (e.g., FreeCalc v.2, http://www.ausvet.-
com.au). For example, in Table 6, beta parameters for
watershed D (a = 1 and b = 7.5) were estimated from a
prevalence of 0.33 (the 95th percentile of the beta
distribution) and a mode of zero, using BetaBuster. Based
on assumptions of a uniform (1, 1) prior for the initial beta
distribution, we subtract one from the sample (b) results
and round up to the next whole unit to obtain sample size.

For the example watersheds, 5 percent prevalence
(posterior odds = 0.05) of infection can be refuted with 95
percent credibility either by sampling and obtaining
negative results from 58 sites, or by sampling just the
risk-adjusted fraction of sites necessary to engender
remaining confidence after consideration of contextual
evidence (Table 5). Assuming 100 percent sensitivity and
specificity, and an infinite population, high-risk water-
sheds A and B, with RS> 1, require full surveillance (58
sites). This is the same as not adjusting for risk. However,
lower-risk regions (C–F) with RS< 1, receive surveillance
credit for their protective context. For watershed C, with
l functions. Probability distributions are modeled using @Risk functions.

re @Risk functions which generate beta and PERT probability distributions,

f prior odds and appropriate LRs. The same equation for posterior odds is

represent positive and negative disease surveillance results, respectively;

t responses for LRs.

Likelihood ratios Posterior odds

Consensus values 95th percentile

RiskPERT (5th, 50th, 95th) Full distribution

http://www.ausvet.com.au/
http://www.ausvet.com.au/


Table 3

Risk evaluation of hypothetical watersheds (WS). Explanation of risk factors and likelihood ratio (LR) derivation are provided elsewhere (VHSV Expert Panel and Working Group, this issue). Hydrologic connection,

linear distance, fomite exposure and fish transfers refer to relationships with known VHSV-affected regions. Water temperatures and known susceptible species describe conditions presumed conducive to virus

survival. Risk score (RS) is the product of applicable likelihood ratios for a given watershed. Introduction risk (IR) is the subset product of LRs representing open introduction pathways (excluding LRs for susceptible

species and water temperature factors). RS> 1 and IR< 1 should be capped at 1 prior to use in the evidence aggregation model; an asterix (*) indicates calculated scores where this applies.

Risk factors LR WS A WS B WS C WS D WS E WS F

Hydrologic connection 3.16 3.16

1.41

0.71 0.71 0.71 0.71

0.32 0.32 0.32

Linear distance 2.50

1.00 1 1 1

0.39 0.39 0.39 0.39

Known susceptible species 2.00 2 2 2 2 2 2

1.22

0.24

Water temperatures 1.50 1.5 1.5 1.5 1.5

0.47 0.47 0.47

Fomite exposure 2.24 2.24

1.00 1 1

0.39 0.39 0.39 0.39

Live fish transfer, bait 2.65 2.65 2.65

1.00 1 1

0.34 0.34 0.34

Live fish transfer, culture/stock 2.45 2.45

1.00 1 1 1 1

0.39 0.39

Frozen fish transfers 2.45 2.45

1.00

0.58 0.58 0.58 0.58 0.58 0.58

Regulatory framework 1.34 1.34

0.8 0.8 0.8 0.8 0.8 0.8

Risk score (RS) from

PERT distributions

Median

(5%, 95%)

4.57* (1.27*, 17.74*) 3.06* (0.85, 11.24*) 0.21 (0.04, 0.95) 0.24 (0.05, 1.04*) 0.11 (0.02, 0.48) 0.01 (0.00, 0.03)

Risk score (RS) from

consensus

LR values

Full LR

product

9.83* 4.40* 0.31 0.25 0.17 0.02

Intro Risk (IR) from

consensus

LR values

Subset LR

product

7.95 3.16 6.5 2.45 1 1

L.
G

u
sta

fso
n

et
a

l./P
rev

en
tiv

e
V

eterin
a

ry
M

ed
icin

e
9

4
(2

0
1

0
)

1
4

0
–

1
5

3
1

4
7



Table 6

Incorporating risk-adjusted historical data in repeated disease freedom surveys. The following examples presume that previous efforts substantiated 95%

probability of disease freedom at a 5% detection threshold. Multiplying the historical survey odds (= prior odds) by introduction risk (IR) generates the

carryover value (= revised survey odds) of the original survey findings. A beta distribution for the IR-revised survey prevalence (SP) is assigned from two

points: the 95th percentile set to the revised SP and a mode set to zero. Derived beta parameters (a = 1, b = n) denote the current credit ascribed to the

historical data (revised sample value, n), rounded down to the next integer. The recommended sample size for the current planned survey is the difference

between initial and revised sample size equivalents for target (Table 4) posterior detection prevalence and credibility levels.

WS Historical data, full value Historical data, depreciated value Current survey

Survey

odds (SO)

Initial sample IR Revised

survey odds

Revised survey

prevalence

Beta (a, b) Revised

sample value

#Sites required

A 0.05 58 8 0.42 0.30 (1, 8.4) 8 50

B 0.05 58 3.2 0.17 0.15 (1, 18.4) 18 40

C 0.17 18 6.5 1.11 0.53 (1, 3.97) 3 15

D 0.21 15 2.5 0.53 0.35 (1, 6.95) 6 9

E 0.31 10 1 0.31 0.24 (1, 10.9) 10 0

F 2.65 2 1 2.65 0.73 (1, 2.29) 2 0

Table 4

Posterior prevalence of VHSV for 6 watersheds (WS) with varying risk scores (RS), using basic and extended models. Per Bayes’ theorem, posterior

odds = prior odds� RS, where odds = prevalence/(1� prevalence). In the basic model, posterior odds are the product of discrete values for survey odds (95th

percentile) and RS (accepted value). In the extended model, MCMC sampling allows uncertainty in all parameters. Beta (1, 11) represents a negative survey

of 10 sites, with a uniform prior. The risk score (RS) Pert distribution is the product of applicable LR Perts (min, most likely, max), each described by the

range, excluding highest and lowest values, of expert responses (Table 2 The RS Pert is capped at 1 so as not to exceed un-informed sample size

requirements. MCMC sampling was set to 10,000 iterations.

WS Survey sites Survey prevalence RS Posterior prevalence

n Basic Extended Basic Extended Basic Extended

95th Beta (a, b) Agreed Pert (5th, 50th, 95th) 95th 5th 50th 95th

A 10 0.24 (1, 11) 1 (1, 1, 1) 0.24 0.24 0.24 0.24

B 10 0.24 (1, 11) 1 (0.85, 1, 1) 0.24 0.23 0.23 0.24

C 10 0.24 (1, 11) 0.31 (0.04, 0.21, 0.95) 0.09 0.01 0.06 0.23

D 10 0.24 (1, 11) 0.25 (0.05, 0.24, 1) 0.08 0.03 0.11 0.38

E 10 0.24 (1, 11) 0.17 (0.02, 0.11, 0.48) 0.05 0.01 0.03 0.13

F 10 0.24 (1, 11) 0.02 (0.00, 0.01, 0.03) 0.01 0.00 0.00 0.01

Table 5

Example use of the VHS model for initial surveillance planning. Survey sites (sample size, n) required to substantiate disease freedom is calculated for 5%

design prevalence and 95% credibility, for example, watersheds (WS). Surveillance required varies by risk (RS), where RS is calculated from watershed LRs

(Table 2). The surveillance contribution (survey odds, SO) is calculated from prior odds = posterior odds/RS, when posterior odds (target odds, PO) describe

the target prevalence detection threshold. The risk-adjusted survey prevalence (SP) is assigned to the upper credibility bound of interest (here the 95th

percentile), and the mode is set to zero to represent all negative findings. Beta parameters (a = 1, b = n + 1) provide a recommended sample size n.

WS Target odds (PO) Non-adjusted sample size RS RS-adjusted surveillance

Survey odds,

SO = PO/RS

Survey prevalence

SP = SO/(1 + SO)

Beta (a, b) Sample size (n)

A 0.05 58 1 0.05 0.05 (1, 59) 58

B 0.05 58 1 0.05 0.05 (1, 59) 58

C 0.05 58 0.31 0.17 0.15 (1, 19) 18

D 0.05 58 0.25 0.21 0.18 (1, 16) 15

E 0.05 58 0.17 0.31 0.24 (1, 11) 10

F 0.05 58 0.02 2.65 0.73 (1, 3) 2
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RS = 0.31, the posterior odds of 0.05 are divided by 0.31 to
find that prior odds substantiated through surveillance
activities would need to be 0.17 (equivalent to a prior
probability of 0.15). Sample size calculations show that
negative surveillance results from a sample size of 18 sites
would demonstrate 95 percent probability of disease
freedom at a detection prevalence of 15 percent. Thus,
negative findings from a reduced (n = 18) set of surveil-
lance sites, in combination with the protective (RS)
contextual evidence, effectively refutes (with 95 percent
credibility) disease presence at the originally targeted
detection prevalence of 5 percent. Without the risk-
adjustment, 58 sites would have otherwise been required.

For repeated surveillance efforts, the temporal value of
historical data is estimated via the IR (Table 6). The IR
(subset product of LRs that are individually> 1) represents
pathways open to the risk of new disease introduction
during the inter-survey period (Table 3). For VHSV, we
incorporated only LRs representing true introduction path-
ways, i.e., excluding host and environment factors (condu-
cive water temperatures and presence of known susceptible
species), in IR calculations. Example watersheds A–D all



Table 7

Basic model equations for evidence evaluation. Evidence aggregation uses Bayes’ theorem, where posterior odds (PO) = prior odds (SO)� risk score (RS). The

example equations apply to regions assuming discrete LRs, pre-set credibility of 95%, and no positive findings. A beta (a, b) distribution describes prevalence.

Given negative surveillance results, a = 1, b = n + 1. RS = risk score, IR = introduction risk score, LR = likelihood ratio, n = current sample value, n0 = historic or

previous sample size, n1 = new sample size, aka = ‘also known as’.

Parameter Estimate Caveats

RS LR product Cap upper bound at 1 (set RS> 1 to 1)

IR Subset product of LRs> 1 Cap lower bound at 1 (set LR< 1 to 1)

Survey sample size, n Sample value Initial survey: n = actual sample size

Repeat survey: n = n1 + n0/IR

Survey prevalence, SP 95th percentile of beta (1, b)a Initial survey: b = n0 + 1

Repeat survey: b = n1 + n0/IR

Survey odds, SO SO = SP/(1� SP) Aka prior odds in Bayes’ theorem

Posterior odds, PO SO� RS Reflects the risk-adjusted odds of disease

Posterior prevalence, PP PO/(1 + PO) Reflects the risk-adjusted prevalence threshold refuted with 95% credibility
a See Table 8 for 95th percentiles, for example, beta parameters.
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calculate IR> 1. An IR score> 1, indicating open exposure
pathways, reduces the time-value of prior surveillance
findings. Consequently, watersheds E and F (with an IR< 1)
need only demonstrate strong biosecurity and regulatory
presence to maintain a previously achieved disease-
freedom status. In contrast, the other watersheds (with
IR> 1) require varying levels of ongoing surveillance to
retain similar confidence.

Using watershed D as an example (Table 6), we see that
initial work refuted, with 95 percent credibility, disease
presence at a detection prevalence of 5 percent (equivalent
to posterior odds of 0.05). Both surveillance (odds = 0.21)
and contextual evidence (RS = 0.25) contributed to this
initial probability (Table 5), with the surveillance compo-
nent (survey odds = 0.21, prevalence = 0.18) encapsulating
negative results from a historical surveillance sample of
size n = 15 (Table 6). However, the value of data from those
15 sites should depreciate over time, consequent to
introduction risks present in the intervening period. For
watershed D (Table 3), introduction risks are ascribed to
untested imports of frozen fish from known infected
regions. We impose depreciation by multiplying the initial
surveillance odds (odds = 0.21) by the intervening period’s
Table 8

Basic model equations for survey planning. Evidence aggregation uses Bayes’ th

example equations apply to regions assuming discrete LRs, pre-set credibility of 9

Given negative survey results, a = 1, b = n + 1. RS = risk score, IR = introduction risk

for a given design prevalence, n1 = new sample size, n0 = historic or previous

surveillance intended to substantiate disease freedom at a target detection thr

Parameter Estimate

RS LR product

IR Subset product of LRs

Posterior prevalence, PP Pre-set to surveillance

Posterior odds, PO PO = PP/(1� PP)

Survey odds, SO SO = PO/RS

Survey prevalence, SP SP = SO/(1 + SO)

Beta parameter, b Calculated from beta (

describing prevalence

Sample size estimate, n n = b� 1, for initial sam

RS-adjusted sample size approximation n1 = ndp� RS

IR-revised sample size approximation n1 = ndp� RS� n0/IR
IR (here 2.45), thereby estimating the current, or carryover,
value (revised survey odds = 0.21� 2.5 = 0.53, preva-
lence = 0.35) attributable to the previous survey. The
historical IR-revised surveillance evidence (odds = 0.53,
prevalence = 0.35) is now equivalent to negative results
from a sample of size n = 6. Since 15 site equivalents are
required in this generally protective risk context (RS = 0.25,
Table 3) to refute disease presence at a 5% detection
prevalence with 95% credibility, we now need negative
findings from 9 (15 target–6 historical) new sites to
maintain the region’s disease freedom status.

Similarly, for watershed B (Tables 3 and 6), introduction
risks are moderate (IR = 3.2) resulting in a revised posterior
odds of 0.17 (from 0.05� 3.2) or a sampling equivalent of
18 sites. In contrast, for watershed A, introduction risks are
many (IR = 8), and the future value of historical informa-
tion for that watershed is discounted in greater fashion,
leaving a sampling equivalent of only 8 sites for carryover
into the next period (Table 6). Consequently, watershed A
needs to sample a greater number of sites each period to
maintain confidence in disease freedom, while watershed
B achieves more of its continuing confidence from prior
findings.
eorem, where posterior odds (PO) = prior odds (SO)� risk score (RS). The

5%, and no positive findings. A beta (a, b) distribution describes prevalence.

score, LR = likelihood ratio, ndp = standard (non-risk-adjusted) sample size

sample size. Note, design and posterior prevalence are equivalent for

eshold.

Caveats

Cap upper bound at 1

> 1 Cap lower bound at 1

goals Equivalent to design prevalence

Reflects the design prevalence

Reflects the risk-adjusted amount of evidence

required of a field survey

Determines the risk-adjusted detection threshold

required of a field survey

1, b) Beta (1, b) is solved for 95th percentile = SP

and mode = 0 (using BetaBuster)

ples Beta (1, b) includes a uniform prior

For initial surveys, when standard sample

target (ndp) is known. Round up to next integer

For repeat surveys, when standard sample

target (ndp) is known. Round up to next integer
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For watersheds with discrete LRs and no positive
surveillance findings, the model for evidence aggregation
(Table 7) and sample size approximation (Table 8) reduces
to a series of basic equations that can be performed with
any spreadsheet with probability distribution capabilities.
Alternatively, if traditional or previous sample sizes are
known, a risk-adjusted equivalent can be approximated by
hand by multiplying the traditional sample size by RS,
adding 1 and rounding up, or multiplying the previous
sample size by 1/IR and rounding down, respectively
(Tables 7 and 8). These hand-calculations lead to
conservative estimates of sampling effort necessary to
demonstrate or maintain disease freedom status at pre-
determined prevalence and credibility levels.

4. Discussion

The described evidence aggregation model, based on
the odds form of Bayes’ theorem, offers a quantitative
framework for combining surveillance results with con-
textual evidence, here provided by expert opinion. The
relative contributions of each evidence stream are tracked
in a transparent manner; and, depicted as a series of
conditionally independent LRs, the formatting of expert
opinion on contextual risk is replicable and amenable to
revision.

Prioritizing surveillance by contextual risk shifts
sampling resources to regions or populations warranting
the greatest investigative attention. Selection of sites for a
risk-adjusted sampling effort can be conducted at random.
However, unless the potential for disease clustering can be
refuted, there is justification for purposive selection of
highest risk locations. In the case of VHSV, those might
include sites with high fish densities (e.g., spawning,
aquaculture or enhancement) or recent mortality. If
traditional or standard sample size goals are known
(e.g., 60 sites to test 95 percent confidence that disease
is present in less than 5 percent of the population), an
estimate of the risk-adjusted sampling requirement is
obtained by multiplying the uninformed sample size (e.g.,
60 sites) by the region’s RS, and adding 1 or rounding up to
the next whole digit. If RS is 0.5, 31 negative sites would
substantiate a disease prevalence of less than 5 percent.
Similarly, an estimate of the sample value of historical data
(e.g., 31 sites) is found by dividing the historical sample
size by IR and rounding down to the next whole digit. If, for
example, IR is 3, the historical data (31 sites) provide an
equivalent of 10 sites to the current analysis. Assuming the
RS is the same as it was for the original assessment; this
implies that another 21 (31 minus 10 historic-equivalent)
sites are required to maintain the population’s disease
freedom status in the current cycle. These simple relation-
ships to standard sample size calculation greatly facilitate
the model’s field application.

Risk-based evidence can alter the interpretation of past,
as well as current, surveillance data. Several approaches
have been described for the time-valuation of historical
surveillance data (Schlosser and Ebel, 2001; Hadorn et al.,
2002; Alban et al., 2008). These methods estimate loss in
data value as a function of disease introduction risks in the
population over time (e.g., numbers of potentially infected
animals introduced, or density-dependent contact and
infectivity rates). Our described alternative, using IR to
approximate disease introduction potential, is best suited
for contexts in which population-based accounting mea-
sures (e.g., number of fish imported in a given period) are
not available. Through Bayesian revision, the IR provides a
general estimate of the potential influence of introduction
pathways present. However, because IR is not structured as
a rate, it is best applied to surveillance intervals of fixed
and biologically justifiable (e.g., seasonal) length (Martin
et al., 2007a).

The described evidence aggregation model is amenable
to revision. Both RS and IR scores for the VHS application
are preliminary estimates of contextual risk. As epidemio-
logic knowledge about a pathogen improves, LRs reflecting
expert opinion can be revised or replaced with LRs based
on empirical data, without impacting the underlying
structure or non-disputed parameters of the model. As
such, this decision support framework facilitates iterative
application, with the recognition that specific factors,
weights and surveillance inputs will naturally evolve. The
model is designed for decision support, aggregating
evidence in a transparent and comparative fashion. As
such, it provides a quantitative account of the best
knowledge available at a given point in time, and is
thereby especially applicable to time-sensitive issues.

The model also captures uncertainty. Stochastic disease
freedom models propagate uncertainty associated with
input variables. The basic version of the VHS model tracks
uncertainty about the surveillance-derived estimate of
prevalence; the extended version also incorporates uncer-
tainty about the LRs in the form of inter-expert variability.
Alternatively, methods for approximation of confidence
intervals for LRs are available (Joseph and Byorkos, 1996).
However, expert response distributions reflect not only
parameter variability but also methodological uncertainty,
e.g., related to different heuristics influencing subjective
probability assignment (Garthwaite et al., 2005). Delphi
techniques narrow group uncertainty through sequential
opportunities to revise individual scores after reflection on
group results (Bruneau et al., 1999; Garthwaite et al.,
2005). In similar format, we encouraged discussion and
revision of estimates, and ultimately acceptance of the
group median values (VHSV Expert Panel and Working
Group, this issue).

When LR estimates are point values (e.g., acceptance-
based), the basic model offers a sufficient framework for
disease probability estimation. The basic version is housed
in a spreadsheet with just a few functions. Furthermore,
results are easily interpreted on a disease-freedom scale,
and can direct future sampling to most efficiently maintain
this status. This simplicity, identified as a priority in
previous disease freedom classification systems (Cannon,
2002), encourages use by a broad audience. Simplicity,
however, does have some drawbacks. Without the ability
to also address RS uncertainty, predictions can imply a
false sense of conclusion (by dismissing the importance of
other sources of uncertainty).

The extended model, in contrast, allows for concurrent
propagation of uncertainty in LR and RS, as well as prior
probability, estimates. The full distribution of expert
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estimates is captured (e.g., by a PERT distribution; Vose,
2000) via Markov Chain Monte Carlo (MCMC) sampling
(Joseph and Byorkos, 1996; Audige et al., 2001) to further
define uncertainty bounds on the posterior probability of
disease. The ability to propagate uncertainty in all
parameters makes the extended version adaptable to a
broad range of data collection methods and goals.
However, the complexity of MCMC sampling requires
modeling capabilities outside the expected expertise of
field personnel. Furthermore, a point estimate (e.g., 95th
percentile) is the likely focus for many management and
regulatory decisions. Consequently, the information
gained through the extra model complexity, while more
accurately reflecting certainty, may hold greater theoreti-
cal than practical value in many field applications.

The evidence aggregation model, as currently de-
scribed, has several limitations. Conditional independence
between risk factors is an assumption that allows the
product of LRs to estimate an RS for use in the Bayesian
model. If conditional independence of LRs is not a valid
assumption, modification to include covariance terms may
be necessary to improve model accuracy. Probabilistic
calculation based on Bayes’ theorem with strong, but
possibly inaccurate, independence assumptions is some-
times referred to as ‘naive Bayes’. Despite their simplistic
assumptions, naı̈ve Bayes models are known to produce
remarkably accurate results for real-world classification
problems (e.g., distinguishing between mutually exclusive
and exhaustive states of nature) (Domingos and Pazzani,
1997). However, conditional dependencies can lead to
inaccurate probability estimates, despite accurate classifi-
cation.

Consequently, identifying conditional dependencies
between factors is an important exercise. Accumulating
data on the geographic distribution of disease and risk
factors across North America may help verify the VHS
model’s conditional independence assumptions. Pending
this external validation step, however, a preliminary check
for dependence was conducted using multiple regressions
of each expert’s predicted VHSV risk for 42 hypothetical
watersheds and associated combination of contextual risk
factors (VHSV Expert Panel and Working Group, this issue).
Factors lacking statistical association with expert predic-
tions were considered redundant (potentially dependent)
or minimally important to the expert’s assessment of risk.
These factors were either removed from the list or grouped
with similar factors. However, the independence of
remaining factors is ultimately assessed through external
validation.

The example VHSV model, presuming 100 percent
sensitivity and specificity, joined contextual risk with
surveillance results directly. However, perfect accuracy is
not a requirement of the model. Instead, to address greater
surveillance complexity, the model structure is capable of
building on system sensitivity estimates obtained from
field validation trials or stochastic scenario trees (Martin
et al., 2007a,b). In this instance, the design prevalence
associated with the system sensitivity estimate (for
example, the detection prevalence refutable with a pre-
determined, e.g., 95 percent, probability), whether gener-
ated via random or targeted sampling, would be entered as
the surveillance-derived prevalence in the evidence
aggregation model. An assessment of contextual risk,
informed by expert or empirical evidence, would thereby
revise this prevalence to generate a probability of disease
jointly informed by both context and surveillance data.

A final, and related, caution is that the evidence
aggregation model is currently designed to describe
contextual risk using factors that operate at a single, and
the highest, level of population inference. In our example
application, the described risks operate at the level of the
watershed. In practice, however, risk factors also operate at
lower (e.g., animal, tank, site), and often multiple, levels.
This is further complicated by the varied proportions of the
population under study in each of the different risk groups,
which requires proportional weighting when combining
evidence streams. The current application does not
account for variance in risk patterns at the sub-population
level. However, we expect that future applications will find
the general model structure adaptive to many of these
issues. For example, scenario tree methods account for risk
heterogeneity at lower population levels for system
sensitivity analysis (Martin et al., 2007a). Juxtaposing
contextual watershed-level risk (RS) in the current model
with prevalence estimates derived through system sensi-
tivity analysis (Martin et al., 2007a) is one way to address
the risk patterns, and lack of homogeneity of disease
probability, also present at lower (e.g., animal, tank, site)
levels of analysis.

5. Conclusions

The evidence aggregation model is a user-friendly
framework for quantitative aggregation of surveillance and
contextual evidence, whether empirical or expert-derived.
The model also provides a method for incorporating
discounted historical surveillance data in the summary
evaluation of disease status. The result is increased
modeling flexibility in contexts of scarce empirical data
and a potential reduction in surveillance costs, without
loss in reportable confidence, in regions considered low
risk. The basic version can be housed in a spreadsheet with
a few functions. A beta distribution for prevalence
encapsulates surveillance results; an inverse beta function
gives the upper 95 percent probability limit (or other pre-
selected percentile) of this distribution. The associated
odds are multiplied by expert-derived LRs for contextual
risk factors. A final step converts the revised odds of
infection back to a probability. The model output depicts
the lowest prevalence of disease that combined knowledge
of risk and surveillance data can refute with 95 percent
credibility. Alternatively, the risk-adjusted target sample
size can be similarly estimated for surveillance planning
purposes. Simple hand calculations using only RS or IR, and
target or historic sample sizes, can mimic this process. An
extended version of the model employs MCMC sampling to
capture uncertainty about all model parameters, but may
not offer sufficient advantage for decision-making pur-
poses to justify the increased complexity.

The model mitigates some of the difficulties associated
with disease assessment in open systems by (1) eliciting
transparent and replicable opinion on contextual risk, (2)
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supplementing surveillance evidence with this contextual
evidence, and (3) combining the two to derive the lowest
prevalence that surveillance results can credibly refute.
This decision-theoretic approach frees the user from the
need to estimate either a vague prior probability of
infection, or a potentially arbitrary prevalence threshold
defining disease absence. It provides a transparent
framework for crediting information from multiple
streams of evidence in disease freedom evaluation; and
it is flexible to iterative review, both of inputs and results,
as knowledge and data on disease accumulate. The
example model application is specific to VHSV IVb.
However, the method is transferable to other disease
freedom investigations that elect to draw, in a replicable
manner, on expert or empirical knowledge of contextual
risk.
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